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~ Abstract—The standardization phase for third-generation system for mobile communications (GSM) in Europe [1]. Since
wide-band CDMA systems like the universal mobile telecom- the telecommunication authorities of the European countries
munication system, which will add broad-band data to support agreed to implement this standard, a big market was created,

video, Internet access, and other high-speed services for un- hich ired hiah lit dl t chi ts. In th
tethered devices is running toward its finalization. As is typical which require Igh-quality and low-cost chip sets. In the

for mobile communication systems standardization, sufficient following years, both market and technology developed rapidly
RF performance has been assumed and most efforts have beenbecause of this fruitful technology-push/market-pull situation.
put to digital baseband issues. This is especially true for the |t is expected that the advent of third-generation (3G) mobile
mobile phone transceivers, the RF part of which is (although ommuynication systems, summarized as international mobile

its baseband part is much more complex in terms of number S
of devices) still the bottleneck of the entire system. Meanwhile, telecommunication systems (IMT-2000), as well as other

in the RF concept engineering of today’s commercial products, Wireless applications like, e.g., Bluetooth [2], wireless local
an accurate prediction of the needed RF performance by using area networks (WLANS) [3], wireless local loop (WLL) [4],
RF system simulation is indispensable. This is, in particular, the etc., will further support the development of the RFIC market.

case with third-generation wireless systems, which, from the RF : : : : :
design point-of-view, are quite different from second-generation Besides supplying the required functionality, any successful

time-division multiple access/frequency-division multiple-access RFIC SQ'Ut'O” has to F’e cheap, small, gnd must rgn atlow pQWGr-
systems due to the fact that the user signals are now separated The main key to attain these features is the choice of a suitable
in the code domain rather than in the time and/or frequency system architecture since it determines to a high degree the level
domain. The paper gives an insight of how to derive receiver of integration and the power consumption. Due to the ever-in-

requirements for third-generation mobiles in terms recognizable - 0 46ing integration level of RFICs, the design process also has
by microwave designers, reports on the system simulation-based

design, and performance of silicon-based RF integrated circuits to 'improve.' _Traditiona"y’_ for e.aCh building bl(?Ck (e.g., low-
for mobile terminal use, and discusses some future technologiesnoise amplifier (LNA), mixer, filter, etc.), certain target spec-
and techniques and their possible impact on portable wireless ifications have been derived from the communication system

devices. demands and, subsequently, each RF building block has been
Index Terms—CDMA, radio communication, receiver architec- independently optimized to meet these system specifications
tures, RFIC, spread-sprectrum communication, UMTS. with sufficient reserve. This modular design flow has started

to change into a more integral design approach. Only by con-
sidering the entire communications system including both RF
and baseband functionalities, an optimum design solution is
HE RF integrated circuit (RFIC) market has expandegbssible. This requires the involvement and understanding of
greatly during the last few years. Wireless devices suchlagseband signal-processing techniques (e.g., coding, RAKE re-
cellular and cordless phones, pagers, global positioning systesiver, etc.), integrated circuit (IC) technologies, mixed-signal
(GPS) devices, and RF identification tags are especially rapidlgsign issues, layout techniques, analog (RF and baseband) and
penetrating all aspects of our daily lives. Two sources for thifigital circuit design, etc., and, therefore, RFIC design, has be-
remarkable establishment of the RFIC market can be identifieghme a highly multidisciplinary task. In particular, the interde-
First of all, the development of low-cost production facilitiependency between RF and baseband signal processing will be-
for the mass production of highly integrated silicon-basaesbme more critical due to the steadily increasing computational
circuits with bipolar transistors capable of operating at gpower of the digital circuitry.
gahertz frequencies, which appeared about ten years ago. Ahis paper is organized as follows. We first give an introduc-
second reason for the establishment of the RFIC market catieg into the transition scenario from second-generation (2G) to
up about the same time with the introduction of the glob&G cellular systems. The following section introduces some ba-
Manuscript received May 1, 2001. This work was supported in part by tf%cs of the spread-spectrum technique, which is used in most of
European Commission under Contract IST-1999-11081 (LEMON). the 3G systems. A more detailed description of the UMTS fre-
The aqthors are with the Instit_ute f_or Comm_unications and Irjformatic_)(quency division duplex (FDD) mode is given in Section IV, to-
Engineering, Johannes Kepler University Linz, Linz A-4040, Austria (e-malil; . . .
rweigel@ieee.org). gether with some examples as to how to derive first target spec-
Publisher Item Identifier S 0018-9480(02)00838-4. ifications for the receiver circuit design from system-level con-
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siderations. In Section V, based on the considerations from the IMT-2000 Terrestrial
preceding section, different receiver architectures are reviewed Radio Interfaces

with respect to their suitability to UMTS. Then, recent UMTS // \\
receiver designs are presented, and finally, possible future trends

. . . . _ 5 - -SC MT-FT
in transceiver front-end design for 3G systems are discussed. e || et | "Eme | | "Sinate | | Froqueney

Spread Carrier Code Carrier Time
.

Il. EVOLUTION FROM 2G TO 3G SYSTEMS

In 1985, the International Telecommunications Union (ITU) [coma]  [ToMA]  [FDMA |
began work on 3G systems denoted as future public land mo-
bile telephone systems (FPLMTS), which was later renamedFtig. 1. Set of IMT-2000 terrestrial radio interfaces.
IMT-2000 [5]. The key factors and main objectives for 3G sys-
tems include worldwide coverage and roaming incorporating [ll. SPREAD-SPECTRUMFUNDAMENTALS

a satellite component, capacity and capability to serve MOrerhe basics of spread-spectrum (SS) technology can be

than 50% of the population [6], multimedia service Capab”it)ﬁerived from Shannon’s well-known channel capacity formula
high-speed access, low-cost operation, and integration of r $h

dential, office, and cellular services into a single system based
on one mobile terminal, which is termed user equipment (UE) in
3G terminology. Further issues are packet access [7] and an evo-
lutionary transition from 2G to 3G. From these requirements,
the fundamental demands for data throughput over the air int
face were identified as 144 kb/s (preferably 384 kb/s) with fu

d high mobility of the UE, and to 2 Mb f(?
coverage and nigh Mobiiity of e anc as up 1o /s rom (1), a low.S/N can be compensated for by means of an

low mobility and coverage limited to high traffic areas [5]. . L : . o
Upon a request from the ITU for radio transmission tecfincreased transmission bandwidth. The following two criteria
ﬂefine an SS system [12]: the transmitted bandwidth is much

nology (RTT) proposals, different regional standardizatio . i ) . .
bodies submitted their proposals for IMT-2000 in 1998 [8 _|gher than the bandwidth of the information signal being sent
nd the spreading signal is independent of the information

Details ofthese proposals are available onthe ITU web pade. . nal. An i ant ¢ ing SS is the li
majority of the submitted proposals were based on Wide-baa'aarmg signal. An important reason for using IS the finear

CDMA (W-CDMA) or at least contained a W-CDMA com- ependency of the channel capaoityon the bandwidthiV’

ponent. During the evaluation of the different proposals d ee .(1)]’| \t/vhergasﬁ itncresljes ?\?Iysgiih Lhe_ Iogarri]thm of
the ITU, it turned out that the vision of a global standard witf{'¢ S'9na-to-noise ratio (SNRJ/N. echniques have an

a single radio interface was not realizable for 3G systerﬂg.h.erent res@anpe against mterference and jamming, which
illustrated in Fig. 2 for a direct-sequence spread spectrum

This was due to the various 2G technologies used in differejit : .
g S-SS) system. Suppose that a narrow-band interferer is

regions in the world. It would have been impossible to fin . ) . L .
gresent in the received signal. The despreading in the receiver

one technology as an evolutionary path for all existing 2 th inal ¢ f the data sianal. which h
systems. Therefore, a five-member family concept was adopfg overs the ongnal spectrum of the data signal, which has
igh spectral power density and a small bandwidth. At

and agreed upon at the end of 1999 [9]. The five standards . . . .
included in IMT-2000 are shown in Fig. 1. As so-calle(# e same time, the interference signal is spread over a much

IMT-direct spread (IMT-DS) the UMTS terrestrial radio acces& 9" bandwidth and, therefore, the interference power within
e receiver bandwidth decreases. To effectively obtain this

FDD (UTRA FDD mode) was adopted in Europe and Japa
( ) w P n =urop ’ Increase of the wanted signal level, the locally generated code

IMT-time-code (IMT-TC) is a combination of the UTRA th . hich is th . dinthe t ”
time division duplex (UTRA TDD) (Europe and Japan) anﬁ1 € receiver, which IS the same as 1S used in the transmitter,

the time-division synchronous CDMA (TD-SCDMA) (China) as to be exactly synchronized to the incoming wanted signal.
proposals; cdma2000 (U.S.) is found as IMT-muticarrier The best known advantages of DS-SS systems for cellular

. ; ; - tem design include the possibility of selective addressing
(IMT-MC); IMT-single carrier (IMT-SC) corresponds to uni->YS - - ;
versal wireless communications-136 (UWC-136) (U.S.), ar{gDMA [13]) a_md the at.)'“ty 0 ehmmatg the effegt of mult|—_
IMT-frequency time (IMT-FT) is the European digital Euro-path pro.pagatlc_m by using RAKE receiver techmqu.es [14] in
pean cordless telephone (DECT) proposal. These five standd m?b"? Stat']?t?]' DRr'aAvIZtI)Eacks !ncorpcr)]ra:]e the Lelat!velty con;—
are now being further developed in the regional standardizati x structure otthe receiver, a high synchronization et-

bodies. For the W-CDMA-based technologies (IMT-DS an rt, and the need of an accurate output power control in order

IMT-TC), the third-generation Partnership Project (3GPP) wé% deal with the near—far problem [15]. The wide-band nature of

createc A similar group was established for the developmerﬁ € signal also leads to the_r_necessity of wide-band modems and
of the cdma2000-based systems, called 3GPHRe 3GPP wide-band baseband amplifier stages. Furthermore, fast and ac-

and 3GPP2 activities are coordinated and run in parallel [1O]curate agtqmatlc gan control (AG(.:) cireuitry Is a prerequisite
for an efficient handling of the multipath phenomena [12].
1[Online]. Available: http://www.itu.int/imt/2_rad_devt/proposalsfindex.ntmi  Neglecting imperfections and implementation details, the
2[Online]. Available: http://www.3gpp.org basic functionality and performance of SS systems can be
3[Online]. Available: http:/iwww.3gpp2.org described by a few equations. Important terms in the context

C =Wlog, <1+%) (1)

here C' is the capacity of an additive white Gaussian noise
WGN) channel in bits/hertz}¥ is the bandwidth,N is
e noise power, and is the signal power. As can be seen
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Fig. 2. Suppression of a narrow-band interferer in a DS-SS system.

of SS are the so-called spreading factor (SF) and the spreading-half of the chip duratiofiz,;, results in an SNR loss of
gain (SG). SF describes the ratio of the information data ra&edB. Therefore, obtaining initial synchronization and keeping
(represented by the bit durati@i;; ) to the rate of the spreadingthe code synchronized by a code tracking loop can be consid-
code (represented by the chip duratifif;,). This ratio ranges ered as key problems in SS system design [12].

from 4 to 512 in 3GPP systems as follows:

SF — fbit
SG [dB] = 15}113;; SF. A3) In what follows, we will briefly discuss four 3GPP front-end
test cases. By way of these examples, it is demonstrated how
Let us denote the chip energy to interference power spectral d&f= key parameters can be derived from the 3GPP specifica-
sity (PSD) ratioE../I and the bit energy to interference PSOions. The complete set of the RF specific test cases for the
ratioEy, /1. E./I andE},/ I appear before and after despreadingGPP FDD mode can be found in [16], and are further discussed
in the receiver, respectively./I, Ey,/I, and SG are then re-in [17]. In Table I, common terms from the 3GPP specifica-

IV. RECEIVER REQUIREMENTS AND 3GPP RONT-END
2 TEST CASES

lated by tions used in the following section are described. Unless oth-
erwise stated, all parameters are specified at the antenna con-

£y = Ee +SG + OF (4) nector of the UE. They are defined using the 12.2-kb/s down

r 1 link (DL) reference measurement channel [16]. The total re-

where the orthogonality factor (OF) describes the degree of 6eived PSDI,. for all test cases described in the following is
thogonality between the wanted user signal and the interferesgenposed of the actual data carrying signal (DPCH) to be de-
signal. For example, in the case of Gaussian noise, OF equalé@ed and so-called common downlink channels (pilot channel,
dB. Therefore, in a Gaussian noise environment, the wanted ugghchronization channel, etc.), necessary for establishing and
signal level is increased by an amount of SG decibels. If onfpaintaining a link between the base statiop and UE. Therefore,
interference from other users is considered, OF approachesIM>CH _Ec is usually several decibels belak.
finity for perfectly orthogonal signals. Thus, the choice of codes
employed for the spreading of the user signals greatly influenc®s
the overall performance of a CDMA system. In 3GPP, the reference sensitivity is the minimum receiver
These considerations are only valid for perfect synchronizaput power measured at the antenna port at which the bit
tion of the received signal and the locally generated code usador rate (BER) does not exceed a value of 40This test
for despreading. It can be shown that a timing error of, e.gase determines the tolerable noise figure (NF) of the receiver

Reference Sensitivity Level Test Case
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TABLE |
CoMMON 3GPP RRAMETERS

DPCH E¢ | Average energy per chip of a dedicated physical channel (DPCH)
I, Received (DL) power spectral density measured at the UE
antenna connector

Ior Total DL transmit power spectral density at the base station
antenna connector

Toac Power spectral density of the adjacent channel measured at

the UE antenna connector

Touw Unwanted signal power level

OCNS Orthogonal Channel Noise Simulator, a mechanism used to
simulate users or control signals on the other orthogonal channels
of a DL

front-end./,, andDPCH_E are—106.7 dBm/3.84 MHz and I ;= -52dBm/3.84MHz
—117 dBm/13.84 MHz, respectively. The 12.2-kb/s referenc = -~
measurement channel used for this test case has a symbol

of 30 ks/s and an SF of 128, i.e., an SG of approximately 21 d

Let us assume that the required bit energy to interference P: E.=.78dBm
ratio B3, +.q/I is 5 dB [18], that the insertion loss (IL) for the i —~
baseband implementation is 2 dB, and that the coding gain (C
is 4 dB (CG estimation is difficult for the used convolutional
coder; 4 dB seems to be rather conservative). The accepta
interference signal level after despreadiiily) then results in

ACS=33dB

B P=-85dBm
P, =DPCHEc¢ + SG 4 CG — % ~IL. (5

<\17dB § 7dB
SG + CG =25dB
J

Inserting the above given values, we haye= —99 dBm. This i =-92.7dBm/3.84MHz
leaves a margin for the front-end NF of

NF = P — 10log(kTB) = —99 dBm+ 108 dBm= 9 dB DPCH_E = -103dBm/3.84MHj < L

(6) Channel Channel
n n+l1

with the Boltzmann constarit, the ambient temperatuté =

300 K, and the bandwidttB = 3.84 MHz. Fig. 3. Signal levels for the ACS test case.

B. Adjacent Channel Selectivity Test Case If the adjacent channel interference signal is treated as Gaussian

Adjacent channel selectivity (ACS) is a measure of a r(51_0|se—l|ke interference, the required ACS can be derived to be

ceiver’s ability to re(_:eive a W-CDMA signal at_its assigned Aqg — Lwe — Pr= —52dBm+85dBm=33dB. (8)
channel frequency in the presence of an adjacent channel

signal at a given frequency offset from the center frequency

of the assigned channel. ACS is the ratio of the receive filt€r. Intermodulation Test Case

attenuation at the assigned channel frequency to the receivgyr the intermodulation test case, two types of interferers

filter attenuation at the adjacent chfannel frequencies. Thgs specified: a continuous wave (CW) interferdgg.)

ACS has to be better than 33 dB. Simultaneously, the BEfRq a4 W-CDMA interference signal,.»). Both interferers

shall not exceed 1@ for the following test parameters (see,ave a power of—46 dBm, with the CW signal spaced

also Fig. 3):1,; and DPCH E¢ are —92.7 dBm/3.84 MHz 19 MHz away from the wanted signal and the modulated

and —103 dBm/3.84 MH_z, respectively. The same referenggierferer having a spacing of 20 MHz. The power of the

measurement channel with a symbol rate of 30 ks/s and an {Gnted channel i©®PCH Eq = —114 dBm/3.84 MHz and

of 21 dB is used as was the case with the reference sensiti\g'r(t)y — _103.7 dBm/3.84 MHz. The modulated interference

level test case. The PSD of the adjacent channel sighdlHz  gigna) consists of the necessary common channels for any con-

away from the wanted channelis,. = —52 dBm/3.84 MHz. action and 16 dedicated data channels with uncorrelated user

The signal levels for the ACS test case are summarized {Bta and the channelization codes for data channels are chosen

Fig. 3. . to optimally reduce the peak-to-average ratio. Fig. 4 illustrates

~ We assume agaif, /! to be 5 dB, IL for the basebandhese test-case conditions. The sum of both interfering signals

implementation to be 2 dB, and CG to be 4 dB, which leads {g yransferred by means of a third-order nonlinearity into the

an acceptable interference leval of desired channel. Therefore, this test case defines the required
By req input intercept point of third order (IIP3) of the receiver. The

Pr=DPCH.Ec+5G+CG————IL=-85dBm. (7) acceptable noise-plus-interference levat ; in the desired
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-46dBm L, =-46dBm have to be backed up with self-written user-defined codes. The
maximum input level test case is such an example.

Iouwl

Ccw
interferer

-
modulated
interferer

D. Maximum Input Level Test Case

The maximum input level test case defines the maximum
input power at the antenna port of the mobile station at which
E, -89dBm a coded BER of at least 18 must be achieved. According to

ﬁwB the 3GPP specifications [16], the majority of the interference
consists of a signal derived from a so-called orthogonal channel
noise simulator (OCNS). This signal is used to simulate other
user and control signals on the orthogonal channels in the down-
link. I, is specified to be-25 dBm/3.84 MHz with the wanted
== user signal level being 19 dB below. If we assume the inter-
ference coming only from the common channels and the OCNS
20MHz and perform the same simplified estimations, as in the above-de-
DTy —— scribed test cases, we would require a combined spreading and
CG of 26 dB to achieve the necessaty/ I of 7 dB for a BER of
Fig. 4. Intermodulation test case. 1023, However, the system simulation results displayed in Fig. 5
show different results [21]. Even af,/I of below 1.5 dB is

channel must not exceed96 dBm/3.84 MHz if we assume aSufficient to achieve a BER of 1. It can be seen, that the dif-
combined spreading and CG of 25 dB. Before determining tierénce between the coded and uncoded BER strongly depends
required 1IP3, we have to assign the total noise-plus-interfétD the value off;, /1. The distinct BER difference between a
ence powePy | to their sources. According to [19], we assum&aussian noise .model and the OCNS mterfererpe illustrates t_he
the following: 50% noise power(3 dB), 15% intermodulation effect of spreading the different user signals with the th.eore'tl-
power (-8 dB), 15% blocking from CW interferer8 dB), cally orthogqnal O_VSF codes. It bv_acomes clear that using fil-
15% blocking from modulated interfere8 dB), and 5% _tered Gagsglan noise to model thelnterfe_rence from other users
power from oscillator noise{13 dB). Furthermore, we neglectiS Not valid in any case and must be considered carefully.
second-order products. From these assumptions, we derive G'0m the ACS test case, the required 1-dB compression point
tolerable level for the third-order intermodulation power of1as Of the LNA can be determined as is shown in Fig. 6.

P 3 = —104.2 dBm/3.84 MHz. The required I[IP3 can be
derived as V. RECEIVER ARCHITECTURES

P, -96dBm

25dB

i, -103.7dBm

SG + CG

DPCH_E_=-114dBm

wanted channel

The selection of a receiver architecture is determined by sev-

2IOIIVV1 + Iouw? - PT, 3 i ia li
— —~16.9 dBm. (9) eral criteria like number of external components, cost, power
2 dissipation, complexity, and, of course, the expertise and intel-

The equations used in Sections IV-A-C exemplify how thiectual property rights of each manufacturer's RF design team.

signal levels are influenced by the despreading operation and Byn€ following, we will review the most important receiver ar-
interference sources. Further estimations like the above-m&Rtectures with respect to their applicability to UMTS.
tioned ones can be found in [19]. However, one should keep )

in mind that these results can only serve as coarse estimafesHeterodyne Receiver

What has been neglected in, e.g., the IIP3 calculation, is theFig. 7 shows the heterodyne receiver structure. This archi-
fact that (9) is based on pure sinusoidal signals. However, ttaeture first translates the received signal band down to some
[IP3 of a nonlinear building block with respect to a W-CDMAIF, which is usually much lower than the initially received fre-
signal is different from the IIP3 for sinusoidal signals [20]. Aguency band. Channel selection filtering is performed at this IF
second point neglected in the above estimation is the fact tifi@quency, which relaxes the requirements for the channel selec-
the modulated interference signal is a W-CDMA signal spredidn filter. The choice of the IF frequency incorporates a prin-
with other orthogonal variable spreading factor (OVSF) codegpal design tradeoff in heterodyne receiver design (see Fig. 8).
than the wanted signal. Depending on how good the orthogo-A major advantage of the heterodyne receiver structure is its
nality between signals that are spread with different codesadaptability to many different receiver requirements. This yields
preserved [modeled by OF, see (4)], this type of interference csuperior performance with respect to selectivity and sensitivity.
behave strongly different to the Gaussian noise model, whichlikerefore, it has been the dominant choice in RF systems for
often used for CDMA signals. These simplifications make thmany decades. However, the complexity of the structure and the
above computation of the required 11P3 only an estimation. Fureed for a large number of external components (e.g., the IF fil-
thermore, the actual CG has to be simulated to achieve realiséics, which in today’s cellular phone systems are usually surface
values. Altogether, this leads for certain test cases to the aeoustic wave (SAW) filters [22]) make problems if a high level
cessity of accurate computer-aided system design using an @fdntegration is necessary. This is also the major drawback from
propriate combination of commercial baseband and microwatke costs point-of-view. Furthermore, amplification at a high-IF
simulation tools like COSSAP and ADS, which, in some casefsequency can cause high power consumption.

I1P3 =
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Fig. 5. Uncoded and coded BER for interference modeled as Gaussian AAised OCNS signald().

thus, changing the receiver bandwidth) is a major advantage if
multimode and multiband applications are of concern.
On the other hand, the zero-IF receiver topology incorporates
\ K | a number of issues that do not play a role or are at least not as
serious in a heterodyne receiver. Since, in a homodyne topology,
\ \ | the down-converted band extends to zero frequency, offset volt-
ages can corrupt the signal and, more importantly, saturate the
following stages. The following are three main ways how dc off-
sets can be generated:

\ 7 » mixing of the LO leakage signal with the LO signal—if
T R T S T L e e S the LO signal leaks to the antenna, is radiated, and sub-
P1dB/[dBm] sequently reflected from a moving target back to the re-
ceiver, a time varying part of the dc offset can be gener-
Fig. 6. Coded BER as function of the 1-dB compression point for interference ated:
modeled as OCNS signaiYand Gaussian noise). « self-mixing of a strong interferer due to leakage from the
LNA or mixer input to the LO port;

The most important disadvantage of the heterodyne receiver. demodulation of a large amplitude modulated (AM) signal
architecture is the missing adaptability of a single design to dif-  vja second-order nonlinearity of the mixer that generates
ferent wireless standards and modes. Since the external IFfilter 3 time-varying dc offset.
is optimized for a certain mode of operation resulting in a fixefihe three above-described sources can easily generate a
bandwidth and center frequency, it cannot be reused for, e . offset voltage of some millivolts. Since a UMTS receiver
a different mobile communication standard. Mobile terminat%quireS about 80-dB gain, most of which is assigned to the
for UMTS will most likely be dual-mode devices supporting,asepand amplifiers, the analog-to-digital converter (ADC) will
also a 2G standard. Such a device would need two different g griven into saturation even by such a small dc offset. In time
ceive paths each with its own external IF filter, if a heterodyngyision multiple access (TDMA) systems, idle time intervals
structure is used. Designing heterodyne receiver architectuggs, he used to carry out offset cancellation. This would be a
for multimode operation would probably resultin too costly anfactical solution for the 3GPP-TDD mode, but cannot be used

T T
0 G-© OCNS
v EHG ian Noise Interference

&
I~

L
W

Coded BER

&«
o

&

complex solutions. for offset cancellation in the FDD mode because of the contin-
i uous signal reception. Here, the natural solution for dc-offset
B. Homodyne Receiver cancellation is high-pass filtering. Since the signal band extends

The homodyne receiver architecture (also called zero-IF fvom dc to approximately 2 MHz, a high-pass filter with a
direct-conversion architecture) avoids the disadvantages of theoff frequency of several kilohertz results in an acceptable
heterodyne concept by reducing the IF to zero. This saves ttegradation of the system performance [24]. This approach is
(first) mixer, the (first) local oscillator (LO), and the IF channebnly possible because of the wide-band nature of the signal. A
selection filter, as can be seen from Fig. 9 and, moreover, also there general dc-offset compensation approach, which is also
image problem vanishes if a quadrature down-converter is usgaplicable to narrow-band systems like the Japanese personal
[23]. Thus, the simplicity of this structure offers two importanhandy-phone system (PHS), is experimentally demonstrated in
advantages over its heterodyne counterpart. First the problf2].
of image is circumvented becaugg- = 0. As a result, no  1/Q mismatch is another critical issue for the zero-IF receiver
image filter is required. This may also simplify the LNA detopology. Any mismatch distorts the constellation diagram of
sign because there is no need for the LNA to drive d890ad, the baseband signal, resulting in an enhanced BER. Fortunately,
which is often necessary when dealing with image rejectiguilot symbol assisted channel estimation is used in W-CDMA
filters. Second, the IF SAW filter and subsequent down-cosystems. Irrespective of the pilot symbols used (either the time
version stages can be replaced by low-pass filters and basedtiplexed pilot symbols or the common pilot signal), this es-
band amplifiers that can easily be integrated. The possibility ifnation can be used to compensate for I/Q phase and amplitude
changing the bandwidth of the integrated low-pass filters (anujsmatches.
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C. Wide-Band IF Receiver with Double Conversion

An alternative approach to the homodyne receiver, which is

also

well suited for monolithic integration, is the wide-band IF

receiver with double conversion shown in Fig. 10 [26], [27].
The LNA is followed by a quadrature down-conversion to an IF.
Therefore, no image problem is present in case of proper sub-
sequent signal processing. After wide-band low-pass or band-
pass filtering (depending on the chosen IF) in both branches, an
image-reject structure for translating the signal to baseband fol-

lows

. Using this structure, the in-phase (I) and quadrature-phase

(Q) components of the wanted signal are added constructively,
while the image signals are canceled. The LO for the image re-
ject down-conversion is tunable so that the wanted channel can
be properly transferred to baseband where the channel selection
Fig. 8. Compromise selectivity for sensitivity in a heterodyne receivels Performed. The idea behind this architecture is to combine the
advantages of homodyne and heterodyne receivers as follows.

A further severe problem associated with the homodyne re- .
ceiver is flicker noise. In a wide-band system like UMTS, the
impairments are lower than in narrow-band systems; however,
especially for CMOS implementations, a careful design of the

mixer and the following baseband circuitry is necessary for . .
g y y n-B e drawbacks of wide-band IF receivers are as follows.

successful implementation. Finally, LO leakage produces

The channel selection is performed in baseband, offering
the possibility for multistandard operation. Since no ex-
ternal high€) channel selection filters are needed, this ar-
chitecture is well suited for integration.

The LO leakage signal falls outside the receive band, thus
minimizing the problem of a time varying dc offset.

The dc offset of the first mixer stage is of no concern since
it is out-of-band and can be removed by a bandpass filter.
The dc offset introduced by the image-reject mixer poses
only a minor problem because the signal can be amplified
atthe IF. Furthermore, the dc offset will be fairly constant,
allowing for the efficient use of specific offset cancellation
techniques.

The first LO can be implemented at a fixed frequency with
better phase-noise performance. Since the second LO op-
erates at a much lower frequency, the phase noise perfor-
mance can be far better than it is in a homodyne receiver.

only dc offsets, but also spurious emissions. In case of UMTS, ¢ The second LO must be tunable over a fairly wide range

these leakage must be less tha®0 dBm/3.84 MHz for UE re-
ceivers.

Due to the high integration level and the possibility to elec-
tronically adapt the receiver to different bands and modes of
operation, the homodyne receiver is the most promising can- ¢
didate for future 3G terminals in a long-term perspective. The
described problems can clearly be solved by means of improved
semiconductor technology and a system-level-based optimiza-e«

tion of the circuits and their design.

of frequencies to be able to translate all possible channels
down to baseband. Especially for multimode operation,
this requires a broader tuning range compared to its nom-
inal oscillation frequency than usual.

Due to possible strong adjacent channel interference, the
image reject down-converter must have a high dynamic
range and linearity.

Any I/Q mismatches limit the image reject capability and,
therefore, the sensitivity of the receiver.
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The image rejection capability of the wide-band IF structureonversion in the digital signal processor (DSP) [28]-[30]. The
can be improved with the help of the RF front-end filter if thetructure is shown in Fig. 11 and is very similar to the double-
IF is chosen high enough. The achievable image rejection @sversion wide-band IF receiver. The main difference is due to
function of the phase and gain mismatch is given by [27]  the operation of the ADC at IF. This enables the image reject

down-conversion to be implemented digitally and, therefore,
IR [dB] without 1/Q mismatch. A further difference to the wide-band IF
— 10log 14+ (1+AA4)% +2(1+ AA)cos(pe1 + we2)  architecture is due to the choice of the IF. While the IF in the
1+(1+AA2—-2(1+ AA)cos(e-1 — w-2) latter structure is typically high, it is chosen to be as low as pos-
(10) sible in a low-IF system to relax the requirements for the ADC.
DC offsets are of no concern if bandpass filtering is applied after
wherep.; andy., are the deviations from quadrature in the firsghe first mixer stage since the digital image-reject down-conver-
and second LOs, respectively, andi is the accumulated gain sjon does not suffer from any self-mixing and leakage problems.
error between the | and Q branch. To achieve more than 35 dB OtA\ disadvantage of low-IF receivers is the required high image
image rejection, the phase error must be kept befomt erfect syppression [29]. In a zero-IF receiver, the wanted signal is
gain matching and the amplitude error must be below 3.6% k0 the image signal, while in a low-IF receiver, the image
perfect phase matching. Both values are difficult to achieve insgynal can be substantially stronger than the wanted signal. For
mass-production technology. If the IF frequency is chosen highjow-IF UMTS receiver, one would choose the IF frequency
enough and an appropriate RF filter is used, a total image rejgg¢-2.5 MHz, which is the lowest possible value to minimize
tion of 60-65 dB can be expected. If we consider the out-of-bafge ADC requirements. In this case, the adjacent channel signal
blocking test case of the UTRA FDD mode [16], a CW interferqg also the image signal. According to the ACS test case, this
with —30 dBm must be taken into account if the IF frequencyignal has about 50 dB higher power than the wanted user signal
is below 85 MHz; otherwise, the interferer can have a powglye| (DPCH_E(). The signal-to-interference ratio (with inter-
of —15 dBm. The power of the wanted signalfCH_Ec) is  ference considered coming only from nonperfect image sup-
specified to be-114 dBm/3.84 MHz and the total received PS[yression) in zero-IF receivers is basically equal to the image
in the receive channel is103.7 dBm/3.84 MHz. If we make syppression. In low-IF receivers, the achievable signal-to-inter-
the same assumptions as in the reference sensitivity test Ga$énce ratio is equal to the image suppression minus the factor
(25 dB of despreading and CG), the allowed interference leveljg \which the image signal can be stronger than the wanted
—96 dBm. The interference power level-efl5 dBmis lowered sjgnal. The image suppression is determined by the matching
to —36 dBm due to the despreading in the receiver. Therefogg.the first mixer stage, but can be enhanced using adaptive dig-
an interference rejection of at least 60 dB is required. ital signal-processing techniques [31]. Due to the shift of the

The required dynamic range of the second mixing stage is fifal image reject down-conversion to the digital domain, the
even more serious problem of wide-band IF receivers than tpgage-reject performance of the low-IF receiver can be better
limited image rejection capability. If we consider the ACS teshan that of the wide-band IF structure. However, the high lin-
case, the power of the adjacent channel is specified to be abgaity requirements for the image reject down-converter in the
50 dB higher than the power of the wanted user signal leg|de-band IF receiver are shifted to the ADC in a low-IF re-
(DPCH_Ec). The sum of both signals (and all other possiblgeijver. It is necessary for the ADC to transfer all necessary in-
unwanted received signals) has to be processed by both miggmation for image suppression into the digital domain. This
Stages without diStorting the small wanted Signal. This fact a’i@quires the Sampiing ofa Signai Composed of the wanted Signai
the limited image rejection capability makes the wide-band Ignd the image signal, which can be as much as 50 dB higher.
architecture not the first choice for an UMTS receiver. The resuiting necessary high_performance ADC makes this ar-
chitecture not suitable for UMTS receivers in mobile terminals
with today’s technology.

If the IF in the receiver is low enough, it is possible to convert In [28], an analog transceiver front-end for DCS-1800 has
the IF signal to the digital domain and perform the final dowrbeen reported, which makes use of the low-IF architecture.

D. Low-IF Receiver
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While only the analog part is described and no specifications
for the ADCs are given, the use of the low-IF concept is feasible
in this case due to the chosen IF frequency of 100 kHz and the
fact that the adjacent channel signal is specified to be only 9 dB I

above the wanted channel. ]—o

R

E. Digital-IF Receiver '

In the heterodyne receiver architecture of Fig. 7, the second g 900 In-phase]  LO
down-conversion and subsequent filtering can be performed in - ] Hybrid divider [+
the digital domain. The principal issue in this approach is the
performance required from the ADC. To limit the requirement jl h "
on the ADC, a sufficiently low IF has to be chosen, which makes ’

itimpossible to employ bandpass filtering to suppress the image

frequency. Thus, an image suppression mixer has to be used. Q
The image suppression attainable in today’s systems is limited o
to a range of 30-55 dB. Due to the high demands on the ADC <
and the image suppression mixer performance, this architecture, ;

to the authors knowledge, up to now has only been published

once for 3G terminal applications [46] (see Section VI for Big- 12. Even harmonic quadrature mixer.

description). Nevertheless, it is utilized in base stations where

many channels must be received and processed simultaneowl{. dB. It was fabricated with a 0.6m BiCMOS process and
consumes 20 mA with both receive pattis and 12 mA with

VI. RFICS FORUMTS: CURRENT DEVELOPMENTS only one path operating. The following performance has been
) measured with the whole receiver chain (duplexer, LNA, RF
A. Homodyne Receivers bandpass filter, mixer, and analog baseband IC) [32]: an NF of

The majority of the published work on receiver design fo6.7 dB, an 1IP3 of-17.2 dBm, an |IP2 of+26.6 dBm, a sen-
W-CDMA mobiles is based on the direct-conversion topologyitivity of —116.4 dBm, an I/Q phase mismatch of7.@nd an
One example of a homodyne receiver can be found in [32]Q amplitude mismatch of 0.4 dB.

[33]. Although not an integrated solution, it is described here A second homodyne W-CDMA receiver IC described in [35]
for comparison. The whole receiver chain consists of a duplexeonsists, besides an external RF amplifier (NF of 4 dB, 12-dB
LNA, RF bandpass filter, an even harmonic quadrature mixgain, 11P3 of 11 dBm), of a quadrature demodulator with an NF
for down-conversion [34], and an analog baseband IC [33]. Thé 12 dB, baseband variable gain amplifiers (VGAs), and an
down-conversion block is realized using a completely passivatput amplifier, which is also used as active antialiasing filter
even harmonic quadrature mixer composed of two antiparalieith externalR andC. Between the VGA block and the output
diode pairs (Fig. 12). The baseband IC [33] contains two ideamplifier, an externdlC low-pass filter is inserted in the signal
tical 1/Q receive paths to support diversity, each consisting path for channel filtering. For dc-offset cancellation, the mixer
an LNA with 16-dB gain, a passiMRC high pass, a fifth-order output is fed to an offset nulling circuitry via an error integrator.
Cauer—Chebyshev low-pass filter, and a cascade of four amglire corner frequency of this high pass is setto 2 kHz. The whole
fiers and three attenuators with a gain range of 95 dB in steqgexeiver features a gain control range of 60 dB.
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One of the first prototype chipsets for a W-CDMA di-low-pass filter with a corner frequency of 5 MHz. Remarkable
rect-conversion receiver is described in [36]. The realizede the extremely low LO leakage ef95 dBm together with
receiver consists of an LNA, mixer, quadrature-phase gea-high 1IP2 of 55 dBm of the mixer. This results in very low
eration network, baseband amplification and filtering, andc-offset values of less than 10 mV at the baseband output of the
ADCs for the | and Q path. Four different dies (RF-blocklC. The cascaded values of 1IP3 and NF a#and 15 dBm, re-
baseband-block, each ADC) have been used to avoid substsgtectively. The chip, which draws 33 mA from a 2.7-V supply,
coupling. The ADCs have been realized in @& CMOS is realized in a 0.3%:m SiGe BIiCMOS process with afy of
technology, while for the RF and baseband ICs, a Q.82b- 75 GHz.

BiCMOS process has been used. The receiver is designed té fully integrated analog baseband IC designed for prop-
operate in both UE and BS and the channel spacing candiy interfacing the above described zero-IF receiver RFIC is
selected digitally between 5—20 MHz. The LNA provides a gailemonstrated in [39]. The partitioning of filtering and ampli-
of 20 dB. The on-chip second-order polyphase filter generatisation was chosen as to simultaneously optimize noise and
the needed quadrature phases from the external LO. The andilogarity performance, resulting in cascading the filter blocks
baseband processing chain includes a preamplifier, a fifth-ordeth programmable gain amplifiers according to Fig. 13. The
Butterworth activeRC filter, output buffers, and a servo loopcircuit design of the analog baseband filter is based on exten-
to filter out the dc offset in the input signal. It provides a gaisive system simulation, as described in detail in [40], consid-
range of 78 dB in 3-dB steps. The baseband filter can be pering especially the ACS test case described above and the 3GPP
grammed to 2-, 4-, and 8-MHz bandwidth to support chip-raté&docking specifications. A thorough investigation led to the de-
of 4.096, 8.192, and 16.384 Mchip/s, respectively. The filtesign of a seventh-order elliptic filter in combination with a third-
is automatically tuned using 5-bit switched capacitor matricesder all-pass for phase equalization to meet the in-band distor-
and a reference time-domain test integrator. The 6-bit 16-MSi@n limits expressed by specific error vector magnitude values.
ADCs employ a 1.5-bit/stage pipeline architecture with digitalhe elliptic filter was realized by means of a passive pole and
correction and interstage gain. The following performance dataee elliptic biquads. The test chip is fabricated in a Q.85-

are given: an NF of 5.1 dB, an IIP3 6f9.6 dBm, an IIP2 of SiGe BIiCMOS technology. The total gain range is 0-55.5 dB
+38 dBm, a reference sensitivity 6f114 dBm, a gain control with aresolution of 0.5 dB. The current consumptionis 19.5 mA
range of 78 dB in 3-dB steps, an I/Q phase mismatch of th¢a bias voltage of 2.7 V.

RFIC of below Z, an I/Q amplitude mismatch of the RFIC of Another example for a direct-conversion receiver fabricated
0.6 dB, and 128-mA current consumption at 2.7-V bias voltageith a 0.35xm 45-GHz fr SiGe BIiCMOS process can be

An interesting option is the use of silicon—germanium (SiGépund in [41]. The single-chip receiver includes an LNA,
bipolar technology for the receiver front-end. An RFIC fabridown-conversion mixers, analog channel selection filters,
cated in SiGe technology described in [37], [38] incorporatddGAs, and 6-bit ADCs. The performance data are an NF of
a fully integrated voltage-controlled oscillator (VCO) togethe8.7 dB, an IIP3 of-16 dBm (high gain), an 1IP2 018 dBm
with a dual-modulus prescaler, the quadrature phase gendhégh gain), and a 1-dB compression point-e27 dBm. The
tion circuitry, the mixer, a low-noise baseband amplifier, andNA features a gain of 21 dB and its output signal is ac coupled
a low-pass blocking filter. Before entering the receiver IC, th® the quadrature mixers to remove the dc component generated
signal is fed via a duplexer, an LNA, and an interstage SAW the LNA nonlinearity. The channel selection is performed
filter, which converts the single-ended signal into a differerby a fifth-order Chebyshev-type low-pass filter and achieves
tial one. The SAW filter also relaxes the required 11P3 and IIP&n adjacent channel attenuation of 36 dB. The VGA has a gain
of the following circuits since it further attenuates the transmitinge of 66 dB in 3-dB steps. The 6-bit ADCs use a pipeline
signal. The low-noise baseband amplifier features two gain satehitecture and feature a sample frequency of 15.36 MS/s. The
tings and is followed by an active Butterworth-type third-ordevhole IC consumes only 22 mA from a 2.7-V supply.
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B. Heterodyne Receiver zero. A prototype circuit achieved an uncalibrated image-rejec-
A first UMTS IF transceiver front-end is published in [42]ion ratio (IRR) of 25 dB, which could be improved to 57 dB

and [43]. Since it is based on the conventional heterodyR¥ Means of the SS-LMS calibration. Further data are an NF of
architecture, it features no multimode capability. The demon:2 dB, an 1IP3 of-17 dBm, a voltage gain of 41 dB, and a
strated chip-set includes two separate RFICs for transmitR§er consumption of 55 mW during calibration and 50 mW in
and receiver, each with an on-chip synthesizer with integratB@'mal receiving mode from a 2.5-V supply. _ .
VCO tuning and tank. These IF chips were fabricated in A Single-quadrature receiver architecture, which achieves
a 0.4um/25-GHz silicon bipolar process, operate over & Maximum IRR _of 49 dB Wlthout_ trimming or _callbrat|on,
2.7-3.3-V supply voltage and incorporate several power-doJsh d€monstrated in [45]. The IC, implemented in a or@-
modes for a power-conscious mobile station design. TREMOS/SIMOX technology with aryz of 40 GHz, consists
performance of receiver and transmitter comply with th@ @n LNA, a quadrature mixer, polyphase filters, and a buffer
Japanese Association of Radio Industry and Business (ARIEXp“f'erj The polyphase filters are used to convert the external
W-CDMA and the European UMTS standard. The IF receivéiiferential LO signal into quadrature signals and to suppress
IC includes two complete IF paths for antenna diversity and/B}€ IMage signals at the output of the mixers. The single-ended
service channel monitoring and a common LO generation ahy/A Provides a gain of 12.5 dB with an NF of 3.1 dB. The
distribution. Each path features a three-stage VGA with a gdijase errors in the LO signal are suppressed resulting in lower
range of more than 95 dB at an IF of 318 MHz, a quadratuPé‘ase errors in the quadrature IF signal, which gives the high
demodulator, a fifth-order Chebyshev filter, and a first-ordéRR Of >45 dB for an IF range of 5-12 MHz. The IIP3 of
all-pass in front of the differential I/Q outputs. Further perfortn€ receiver is-15.7 dBm, the NF was measured to be below
mance data are an NF of 5 dB, an IIP3-aZ dBm, an I/Q phase 10 dB, and the circuit draws 12 mA from a 1-V supply.
mismatch of£2.5°, an 1/Q amplitude mismatch of 0.8 dB, An mtegrate(_j CMQS RF front—end_ for a d_lgltal IF receiver
and an EVM of 6.2%. With both channels and the synthesiZ&?S been published in [46]. The chip consists of an LNA, a

in operation, the receiver consumes a maximum current '9fX€, & programmable-gain amplifier (PGA), a fractiofal-
30.2 mA at maximum gain and at 2.7-V bias voltage. frequency synt_heS|zer, and a VCQ. The IF is Iocat_ed at
190 MHz, at which an external SAW filter removes the adjacent

channels. Further external components are the RF balun,
the loop filter for the RF phase-locked loop (PLL) and the
In [44], an Weaver-type image-reject receiver fabricated ingecoupling capacitors. The cascaded 11P3 of LNA and mixer
0.25:m CMOS technology is described. The block diagram ig —2 dBm), the double-sideband (DSB) NF and sensitivity are
shown in Fig. 14. The gain and phase mismatches, which &g dB and—108 dBm, respectively. With a PGA gain range
critical for the image rejection capability of this receiver arform —40 to 40 dB switchable in 2-dB steps, the receiver

chitecture, are calibrated using a sign-sign least-mean-squgigures a gain range of 80 dB. The RF chip draws 52 mA from
(SS-LMS) algorithm. The mismatches of the second mixer stages-v/ supply.

are adjusted adaptively and differentially at the IF of 200 MHz,
leaving the RF stage undisturbed. During the calibration, an
image tone is applied at the RF input and the output at base-
band serves as one of the three inputs for the digital SS-LMSAImost all described receiver realizations feature an IIP3 of
circuit. The SS-LMS algorithm adjusts the variable delay stagasound—16 dBm, which is sufficient to pass the intermodula-
(denoted byA) and the gain adjustment unij{t) approaches tion test case. Most receivers have an NF from 3.5 dB to about

C. Other Receiver Architectures

VIl. COMPARISON
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6 dB. Only for the image-rejection receiver in COMS/SIMOXdaily life, especially for short-range communication between,
technology [45] values 010 dB are reported even withoute.g., cellular phones, personal digital assistants (PDAs), wrist
any channel selection filtering. The SiGe zero-IF receiver fromatches, headsets, etc. Again, we have to deal with a multi-
[41], despite including analog channel selection, features a veligciplinary problem since transceiver architecture and circuit
low NF of only 3.7 dB. However, since not all examples indesign determine the instantaneous power consumption, while
clude the analog baseband processing, a fair comparison is diffie average power consumption depends to a large extent also
cult. This is also the case if the power dissipation is consideraxh a good power management at the system and protocol levels
With 156 mW, the power consumption of the digital IF receivdbl], [52]. The RF power amplifier (PA) in the transmitter
[46] even without the ADC is much higher than for all otherfront-end is one of the most power-consuming building blocks
(except for [36], which is designed for both UE and base-star any wireless communication system. Achieving a high PA
tion use and features a much higher [IP3-¢8.5 dBm than efficiency in an UMTS device is an especially challenging
all other implementations), which is a severe drawback for igoblem. The RF envelope shows high amplitude variations
applicability in mobile terminals. Concerning the integratiomjue to the linear quadrature phase-shift keying (QSPK)-like
the direct-conversion architecture is most favorable. Howevenpdulation scheme and the possibility of transmitting via
only the two-chip solution from [38] and [39] includes the VCQnultiple data channels [53]. This requires a linear PA operation
and synthesizer. The Weaver-type architecture described in [&4kr a wide amplitude range, which is only possible with
supports the same integration level as the direct-conversionlmy efficiency. However, a high PA efficiency is extremely
ceiver. The digital IF receiver described in [46] also includes thmportant because the transmitter in the UMTS FDD mode is

VCO and synthesizer, but requires an IF SAW filter. continuously active if not operated in the compressed mode
[10Q]. Linearization techniques [54] can help to improve the PA
VIIl. FUTURE TRENDS efficiency. Also, strategies like gain switching are possible,

which is also applicable for reducing the current consumption
A. RF CMOS Technology Approach of all other amplifiers in the transceiver.

While CMOS technology dominates the digital domain, for _ . -
a long time it was considered to not be suitable for the design®f Integration of RF and Baseband Functionalities

RFICs. This was due to factors like the limitation @fvalues The trend toward a Sing|e_chip transceiver appeared some
for integrated inductors to 5-10, the lack of satisfactory devigears ago, but has meanwhile somewhat lost its attraction. Nev-
models at gigahertz frequencies, or a wogsg/l of CMOS  ertheless, the steadily increasing level of integration can clearly
transistors compared to bipolar transistors. Advances in CM@g identified as a major future trend. This also comprises the
technology, while mainly driven by digital needs, pushed thategration of the analog front-end with the digital baseband
transit frequency of today’s 0.18m CMOS transistors beyond part. There are numerous obstacles like, e.g., interference due to
50 GHz [48]. Together with improved device modeling [47kubstrate coupling, different supply voltage requirements, heat
and the growing number of interconnect layers, which allowgssipation problems, pin count, etc. However, benefits like re-
for the realization of improved passive components, RF CMQfgiced component count and required printed-circuit-board area,
has become increasingly popular in the last few years. Wigly well as enhanced functionality, can be attained and will fuel
an integral design approach, taking into account aspects freghsiderable research effort to overcome these difficulties. This
system level down to device physics, even applications in thend for integration of baseband and RF sections will also take
5-GHz range and beyond have been realized, see, e.g., [4fice at the system design level. The result will be the enhance-
sometimes reusing circuit concepts from decades ago th@ént of the RF performance by means of digital signal-pro-
seemed impractical for many years. Advances with respeglssing techniques such as digital predistortion for PA lineariza-

to improved devices, circuit topologies, and system-levgbn, improved dc-offset compensation for zero-IF receivers, or
architecture make RF CMOS a strong contender for W-CDM¢he above described on-chip calibration of an image-reject re-

applications [49]. Probably due to the considerably highgeiver [44].
linearity and noise requirements for 3G systems compared to
WLAN systems, a fact coming from the different range anB. Software-Defined Radio

mobility scenarios for the two system types [S0], only & few The concept of software radio [55] is an emerging technology
CMOS RFICs for 3G applications have been reported in th@apling the development of flexible multistandard/multiser-
literature [45], [46], [44]. A further project aimed at RF CMOSyjjce radio systems, reconfigurable and adaptable by software.
design for W-CDMA transceivers is described onlindhe |pjtially the ideal software-radio concepts refers to an architec-
results achieved thus far indicate that RF CMOS is becomifge with the entire signal processing performed in the digital

an interesting option for 3G. domain, analog-to-digital (ADC) and digital-to-analog (DAC)
. conversion assumed outright at the antenna. For wireless com-
B. Low-Power Design munication systems at 2 GHz and above, this seems not to be

Building wireless systems for low-power operation wilfealizable inthe near future. However, recent advances in digital

probably be one of the most important design goals. This igf@nsceiver design, incorporating digital down-converters and
prerequisite for the full penetration of wireless systems in odfgital up-converters in combination with suitable ADCs and
DACs shift the digital signal-processing edge to IF frequencies

4[Online]. Available: http://www.iis.ee.ethz.ch/nwp/lemon/lemon.html [56]. Nevertheless, there will always remain some essential RF
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signal processing like antialiasing filtering and flexible (i.e., not[10]
only switchable) multiband and multimode RF front-end func-
tionalities. An example for the latter issue is described in [57],[11]
where a flexible front-end is demonstrated for operation in the¢12]
frequency band from 800 to 2200 MHz with variable channel
bandwidths of up to 5 MHz, as is required for UMTS. The
circumvention of tight RF band filtering as applied in current[14]
single-band designs is fundamental to reach this target. A su?l—s]
cessful application of wide-band RF filtering, covering all fre-
guency bands of interest, combined with a subsequent high-IF
stage and active interference cancellation is demonstrated. THél
high-IF frequency following the RF stage allows image (respecm]
tively sideband) rejection. Direct feedthrough of the TX signal
into the RX path is greatly suppressed by this new active cari18l
cellation technique. [19]
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IX. CONCLUSION

The paper has presented a review of cellular phone receivézrol
concepts for IMT-2000 system use. It has been shown how basic
equations lead to an estimation of the transceiver system re-
quirements. Examples have exhibited the influence of 3GPP tegtl]
cases on key parameters for the receiver design. Furthermore,
the most popular receiver architectures have been investigated.
Their suitability for W-CDMA systems has been evaluated andzz]
possible problems have been addressed. Recent work on re-
ceiver RFICs for use in W-CDMA mobiles including direct-
conversion, heterodyne, digital IF, and image-reject architec[—2 3]
tures have been presented. Finally, some possible future trengs)
in W-CDMA transceiver design have been addressed. In partic-
ular, the development of RF CMOS technologies and software
radio-like front-end concepts should be investigated carefully tqes]
evaluate more accurately their potential for future applications.
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